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A Phased Approach to Network Mm&m Detection

Kathleen A. Jackson, David H. DuBois, Cathy A. St.allings

Computer Network Engineering Group
Computing a.]d Communications Division

Los Alamos National Laboratory
Lus Alamos, New Mexico 87545

Abstmct . This paper describes the design and de.

velopment of a prototype inttusion detection system

for the Loo Alamos National Laboratory’s

Integrated Computing Network ( lCN)”, The devel-

opment of this oystem is based on three basic arn-

sumptions: 1) that statistical analysis of computer

system and user activities may be u-d to chnmcter-

ize normal system and user brhavior, nnd thnt @ven

the reeulting statistical protiles, bhnvior which de-

vintcs beyond certain bounds cnn be detected, ?)
that expert system techniques can be Bpplied to se-

curity nuditing ~nd intrusion de~ction, nnd 3) thnt

ouccesaful intrusion de~:ction rnny trike place while

monitoring a limited net of network mctivitien. The

Network Anomnl,v D*tection t+nd Intrusion

Reporter (NADIR) deuign intent wns to duplicnte

nnd imprnvo the audit record review nativities

which hnd previnualy been undertaken by security

pernonnel, tu replnre th~ martlml revi~w of nudit

Ings vwth n rmnr renltimv’ Pxlx.rt ~ystom,

1 Introduction

llw nuthvnticntion nnd nccwm control systum in nrty

rwtwnrk is the initinl defense ngninat Intruders from

OULHId P.Authonticntinn in the ichmtificntion nf n utwr

with rvnwmnhle nmurilnce thnt the user in who ho or

nh~ clllimn to Iw. Accemn control ia n mcwhnninm of

rvstrlc[illg UCMIM hy nuthenticnted unw n in thow

pnrtinns of tho natwnrk rnnmgt~nt wjth their clpnr.

nnce nnd nc~d. to. knnw. Given the induntry-wld~

f’rrquol.ry of brwlk-ins hy mltaidorw, it in unfortu.

nntply ohvmus thnt uuthentirnt.itm nnd nccwm con-
trol mwhnn)nmn rnn 1X romprnmimd [w ljypnmwd

und Ihnt they nlorw cnnnnt he cmnplptply r~lied

upon tu wt~ur~ thnt no pwwtrntion hy outnirkn m’.

rum In nddlti{m. arcurity prold~nl~ n- rnunml nol

only hy ttw provortnnl outnidp “hnrkvr”, Inlt fnr

.
11,. I ,,, ,il. rn,,mS.l,,,l,.l Ialmrml,, rv ,, ,,,wrmld l,” 1),, l,,, o”.r,,l~ d

(’. !,1,,,n,. hw lb I’1111..-INI.1.m Ikpmrtm. nl d Kn. fuv ,,nal.r ~ssdtvwl %
lIII!BI \l; ,141Ihta wwh *.9 prlb,bmwdun ho ●uml,br.ud Ih. 1’,1114 !llmt*o
11,,8”,!,, !.1,1“f t.l,,.t#b

more often by the pn~lleged insider whn abuses

that privilege. That even the moat secure sygtems

are vulnerable tc abuse by insiders who mieuas or

attempt to misuse their privileges is nbvinun frnm

the numlm of well publicized repona in the ltmt few
years of incidence of unauthorized ncceso mnd

remmml of classiflsd information by insiders from

otherwise secure computer nya~mn.

In n Inrge, complex. nnd rapidly chnn~ting computer

rwtwnrk such as the ICN it id not rm-distlc to ~xprct

thnt F.11security lov~pholes nnd vulnernbilities will k

identified, Even If ldw~tifi~d, it is nnt n givem thnt

they cnn be clmwd, since it mny he impmwible or im -

prncticnl to do so. A pri mnry rwmnn fnr this i~ thnt n

I-mlnnce muw be utruck betwtwn wcurity und the re-

quirement that reanonnbly cvmveni~nt nervlces he

pr,,virled to network users. Given the ncknnwlc@@

unu,rtnint} in the cnmplem~eos nfcurrent wcurity

mwmurtw, anme menns must h provided to monitor

krmwn lnophol~s, wutch for nctivity which mny lid

tn the idrmti!icntinn of ptvvioutdy unknnwtl wcunty

problems. Nnd hc)lp providp n rvuwmnlJ~ uwurluwv

thnt n netw ,rk is wrurP,

ArI nuxilinry line l}f dvfwt~~ nKuin~t Imth intru~ilm~

hy nutmdvrn nnrl insider mlnunp in the mnlntvnnmw

nnd r(wivw nf nn nudit recnrd of ~iKniflrnnt nvtw~wk
nrtjvjty, ]n the nlmpllce of nn mlt~jmlltpd nytitonl, W-

rurity perrmnntd must nttempt in r~vi~w hugr

qtmntiticn of printed nutput in nn ntlon Ihtilr nttwnpt
to spot invnlid nrtivlty, Th~ mhcwr v[dump [~f dIIIII

mnkem it rwnrly impvmnild~ Li} d~lwt nu~lliri ds IIr.

tivity th~t rhrrn m~t ronform to n f’rw I“WNIUW III IrII.

nion (m minuw ac~nnrios. IInfl ~von ltww m,IV INI

rnlnsml. Wnt i- nw+rl in the cnpnlllllty Iof nllt~l-

m IIwl ~ecurity nnnly~is (d”t}w nudll rwwrd; n rnpn.
hlllty which romhinrrn t}w kmtwlwl~r wf smwrll.v ox.

p~rtn with n complll~r’m rnpllhlllly II} pr~nw~n nnd

nmrlnte Inrw qunntltiom nfdntn, Whtw flll~ nnnlvwm

IR thnw ill nfwr rvnlllmo, wwllnl y pvrwmnvl mny 1P*

tltjlltlod {If nunplci~nln nrtlvit,v In n tlmol, v mnllnor,

nl!d dlrvrt Iwtl(m tnkvn I(I LIIIIIV IIIId mIIjI 1111111111)11

Iiwl pulotrlllllm IlllvIIIpt Iw t,lllw ml~llw

[ I,,,, ,,,,, ,,,,,,,,,,.., w. ,1,.1,,,. . ,,..”, ,,.ll, m+ ●Is,II,, tilIuII ■a ,Bn. Ihml
vq,,,n,ln1,,d.1. w ,,m.f IIIp IIl In I,n. 1,, hl .m.uwln



2 Target System

The Integrated Computing Network (ICN) is Los
Alamos National Laboratory’s main computer net-

work. It consists of host computers (which execute
user programs), file storage devices, network ser-
vicer, local at-d remote terminrils, data communica-
tion interfaces, and distributed processors (DPs).
DPs are remote processors which range from work-
stations (pwwonal and mini computers) to full-scale

computers. The “core” of the ICN is considered to be

the main host compuiers and their support devices,

while the DPs are cons’.dered to be the “extended”
network. Through the ICN, any user inside the Lab-
oratory may access any host computer (if the user
has authorization to do so and the access path is ap-
proved; from, office workstations or terminals.
Out.sicie users typically nccess the ICN through tele-
phone modems, le~sed linen, or one of multiple
world wide networks. The core IcN hns more thnn
8,000 validawd users.

The ICN consists of four “partitions”; the open,
Admlnlstrnt]ve, Nnuonnl Security, nnd !kcure put-t].
tlons. IC.N Pnrtitirms are dedicuted to epecific Ievele
of processing, and are Iim!ted to users cleared for
the meet sensitive in formntioil procernsed in n gzverl
p~wtitinn. ‘R ‘+en pnrtitinn iu availnble to nnyone
who hi~g n legrtirnnte need tn compute nt Los Alnmoe
nnd Is limitd to unclnmnfied, non-sensitive comput-
ing, “I%e Admlilistrntive pttrtition IB primarily rleci)-
~.ilt(,d to processing wnsltlvc l]nclns~ified dnt.n or
dn~n subject to n privr.cy act, Tho Nntionill Secllnty
piirtltlon is dt,dicntt~d to prwwssing of DOD clnssi-
fiod nnd Iincltissified dntu. The Secure pnrtltlorl i#
dvdicntecl tn prmwnning l)OE clnnmfied nnd urlcln R-
wfiwi dntn.

formed by these systems provides an extensive
record of user activity on the ICN, it does not pro-
vide a complete record of user activity on th~ host
computers. However, given the scope of the prob-
lem, it was decided that the network service dnta
was the place to stat.

3 History

Until recently, most security auditing of ICN twtiv.
ity was perforrtled by manually scrutinizing system
logs and thus identifying potential security viola-
tions. Given the magnitude of the audit records.
manual review of these records wns limited to n
small sampling or a very culsory scannin~. A num-
ber of security violations were identified over Jl pe.
riocl of time, but there was no way to evaluate the
success or completeness sf this approach. In ndch-
tion, when suspected secullty violations were identi-
fied by other menns, the I,aborntory’s ]nternnl
Security r [SEC) personnel frequently requested n~i-
dite thut covered periods of time months in length,
which were monthe or years in the past. Since there
wns no uutornatecl wny to perform thetw nudlts,
considernblc effort was expended in completlri~
them. It wns for these rensons that development of
nn automatic audit record annlysis system wns (tn.
dert.aken at Los Alnmos, Development wns heovily
influenced by the Intllnl research of Dorothy
[)ennlng nnd her colleagues [ 1, 3, 41, nnd the current
IDES resenrch and develnprnent being carried out
by Tererm Lunt ntid her colle~guen nt SRI
Intorrmtlnnnl 15, 6, 9, 10, 131. They hnve demnn -
ntrnted thi~t 1) the rttntisticnl nnnlynitt of cor,lp(lter
Sy!ltem m’tlvltles mvy he uned to chtirnct~rlze
“rlonnnl” nynt~m ttnd UMIYbehtlvirw ant!, Klvpn xlich
nmtist)cnl pro!ilwt, thnt user Rnd s.ynmm nctlwty thot
rfcjin~n beyond c~rtnln kmunrin i~ d~tectnhlet nrld 2 )
known intrusi[m scennrinn, oxplmtntion {Jf kn{lwn
syntern villn(’rrlt)llit]c’~, nnd wolntlnrrs of n system’s
nocllrlty policy !~rr detectnblv through URO(d’liit ox.
pert n,yntem rule hnw. ‘1’holr nppronch ptltfi n prl-
mnry emphn~l~ on t.ho dvtwtl~~n of tiovlntt~nl~ fr[~m
n{mniltl user nnd nystem }MIhnvltw Ily stlttl~tlclll
n}vnnn, ci~mlllnorl With Nn [Ixport rny~t~tm whlrt) on
c{don ~rltr}lsi,ln ncoflorl~m !hot nre Ititvntlv(l I(I clllrtl
tll~mo itlvlll~d octlvltt~’s min+wd I)y thv fir<t 11)041114
I I01, An,)thor npprwwh )lNS hovn drm,m$t rntoti I),v
tho {lt~v(jl{]~~t~l(’~~tOf tht~ hlulttcs Itl?rllw(m I )otvrtt(m
Nnd Alortlng Sy~t+’nl Ihlll)A.S), whir}] hll~ Iwvtl Im

pl(~m{)ntod 01) tt)o Nnti!)nlll .Socurlt,v (’l,rlt~,r’~~
I),wkmnmtor sy~tvnl [’T, ~1. Alth,m~h tivnvlty ir~lllt
oncvd ~~ythtt work Nl .Sf{l, tho miu(tr ttntl)hli~lq or!

blll)AS bvn~ to Pnc~Mlo n wt ,!fd )~ri(wt rlllox [tint [{0
fitw Invnli,l iwtlvltv nfld illtrllqt(}n mwnnr\fM ‘1’IIIM

ll})p IYMl(’h hlln 111!41}}M,i+ll nllCC@NMfllll,V 111)1}110(1!() !.(-(’ll

f’ll,v Iiil(]lt ]1~ 111111~~~1~})V 1)14’1111Sof Ill) l,kl)O~l NvR~Vfll

I/\II(llt~) (kotolhd 111t!l~! I l~!



In late 1988, an intrusion detection feasibility study
was undertaken at Los Alamos. Its purpose was to
look into the possibility of developing an intrusion
detection system for the Los Alamos network, It was
determined that an expert system approach to the
problem of ICN audit record annlysis using a set of
pre-determined rules would work, thnt invalid user
activity could be detected, and in fact such a system
would be relatively easy to implement [11 ]. In the
spring of 1989, with the receipt of funding from the
Operational Security Lhv, sion at Los Alamos, the
LNetwork Anomaly Detection and Intrusion
Reporter (.NADIR) project was initiated.

ThtI major gonls for the development of the NADIR
system were to:

● Develop n better understanding of the patterns
nnd range of user .ctivity on the IC.?J, for future
plnnning and development.
● Develop a menns by which to detect and evnlu -
aW unant]cipa~d security vulnernbi]ities.
● provide n more et~]cient method of past and
current nudit record revtew, as required by ICN
aecurlty personnel.
● lXvtIlop a nei~r renltirne method by which tm de-
tect G rnnge of security relevnnt ev~nts, Including
nttelnpted brenk-ir, s to the 1(~.Nby outsider,; nnd
invnlid nctivity or ill)US@S by inwders

4Working Pkmtdype

base provides tools which are usetl to structure,
maintnin, nnd display nli data on the system. The
expert system 1s programmed almost entirely In
Transact-SQL, nn enhai]ced versior. of the SQL
database Ianbn]nge, which is provided by Sybnse.
Transact-SQL provides such capabilities as stnred
procedllres, triggers, system administrator tools,
and control flow I,lnguage fentures, which are used
extensively in NADIR. In nddition, C was required
for a portion of the user interfnce. NADIR commu-
nicates wrth each tnrget system over n cied]cated se-
cure ethernet lirk.

NADIR mor, ]tors Network Security (’ontrolle~
(NSC)4 and Security Assurance .$ltichine ~S.Wl f’ nc -
tlvity on the IC.N. The NS(, is a DE C-ti25CJti ma-
chine, which runs the VMS operating system, The
SAM is a Dl?C-73(1 mnchine, which runs the UNIXT
operating system. The chnnges required to ench
system were mlnimnl. Communication with NADIR
by a target system requires on!y the instnllntion of
Sybnse prow ded interface sotlwnre, and the use of n
standard DECnet or TCP/l P protocol. h implenlen -
tation of TCP/IP under VMS was prottiderl by the
N1ultinet~ soft wnre pncknge Interfaces ta s’jbi~sd

were provided by I>B-I.ihrary pncknges for Fortrnli
nnd C, The target system code wos chntjged only tt)
formnt the audit record for NAL}IR, nnd to provide
for the ti~nsmiseiort of n record of enc~ user ncllwty
imrnwiintely nfter its occurri’nce. The NADIR re-
quired dilt~ processing on eithvr seystem hmi ntJ~ rt, -
sul ted ]n nny mt,usurubl(> dt>grndnt ton in s,vst.v:n
perforrnnnce.



5 sySt43nlDesign

A phased approach was taken in applying NADIR
to the ICJN service nodes. Nodes were (and are L-
ing) individually analyzed, their data initially pro-
cessed separately, and then combined in the NADIR
system. A NADIR adds new nodes, their user activ-

ity record is correlated with previously included
nodes to produce more complete profiles of each
ICN user and of overall ICN activity. This will even-
tually allow the tracking of individual users as they
enter the ICN, move from host to host, access and
move fi!es, m-id run jobs, unttl they leave th~ ICN.
With theaddition of each node, new expert rules are
being defined which use the expanded information
available, describe more elaborate scenarios of in
valid or suspicious uh.r ectivity, and will over time
improve the discrimination and judgement of the
system, The MC and the SAM have been inte~~nkd
into NADIR. Work is in progress to integr:lte the
Common File System (CIJS)g and the Fttcllity for
(Iperahr Control and User Statistics (FOCUS) l”.

The NADIR system consists of six functional com-
ponents; Data (collection, Data Processing, Anomaly
Detection, Report Generation, Event Assessment,
and the lJser In@r-face, Their relntiortship to each
other IS illustrated in Figure 1.

5.1 Data CHktion

NAI )1R Intmltorfi tnrget system nctlwty rts It occurs
~lnri IS rvc(mded in nurtit recor({s which \II I, ~ener -
[itrd })v the tnrl:vt systems. E~~ch nudit r(’~l)rd dt’-
s(rllx,so si ngle ~vont, i!udit rectmis from dlfYt,rent
tiirg(,t systtjms vnry In t’ormct nnri contnln In rnun.y
respects unique duut, n result of the functionntly dlf-
fvrvnt twtks perfimned hy thwe syswms. Whatever

the system, the uudit record will contain n unique ID
f(w thv I(:N utier, the dnte nnd time of the urwr’s nc-
t~vity, fiel(is which descrrbe the uctivity, nnrl any er
rors which mzy hnve rmurred.

required target system changes to the cnpabllity to
collect the =tpproprinte audit record of’user actlmty,
transform the data into a specified canonical f’[)r-
mat, and transmit it to NADIR. In addition, NADIR
sot2ware is designed in a modular fashion, wi t!wit
new target sy~tem expnns]ons cr. n be handled with
a minimum of effort.

Data
Collect ion
klwh Lkh!ton

U-r L%flml>n

Au61! Record (ien*ratlon

and Colhclon
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LJwrDounplors

Nelwrk Deacro!ora
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1“=”h
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Ukrer

Interface
Status h Alarm DIwlay
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[’knerat ion
M +,x m+wlll
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record is received, the data is parsed and the appro-
priak counts in the profiles are incremented. At this
poir,: in development, new profiles are generated
fcr each week. Past weekly profiles are maintained
for comparison purposes and as a permanent
recorri.

5,3Anomaly Detection

observed events within the profiles are compared
to expected and proper behavior by means of the
application of expert rules and deviations identified
(the identification of a deviation by an expert rule is
generally refered ta as having “fired” or “triggered”
the rule). Each deviant event (or anomaly) if as-

signed a level of interest, The level of interest is
based on the number, type, and combination of ex-
pert rules which have been fired by the user’s be-
havior. It mrty be applied to an individual user, to a
systim, or to an entry point into the network. Every
tired rule increttses the level of interest, though the
firing of one critical rule may be enough to bring
immediate attention to the event. The combination
of the level of interest for each monitored user or
system, and the record of events fired by each, pro-
vides an ongoing surnmnry of the security shtus for
wtch USC- , ad system being monitored. The expert
rule model and its appllcntion on NADIR is covered
in more detail in section 6 oftbis pnper.

!i4 Report GenexWion

Anomnly reports nre genernted for all devinnt
events. The frequency o!’repviti is dependent on the
,serlousness or level of’intere~t associated with ench
event, All events nre dt~umented in weekly reports.
I%ose events which ttre cietermlrted to be very In.
ter~stlng, hut not cmticnl, nre output in dnily rtqmrti.
~rery sus])lcl,]tls events of ~ cntic~~l nature, ~uch [u a
}Ijghly prol)lll)]e Iltti\ck ,lndt}rwny, [Ire output imme-

dint.Ay,

over time with a granularity of one htjur
(eighteen plots).
● A list of all anomalous userst for the week
(usually 65-85 users), iisted in order of their level
of interest. Of the total, 7-10 will be very suspi-
cious, 20 or so moderately suspicious, and the rest
various levels of interesting. For each user, the list
contains the level of interest, a user ID, and t}~e
user’s name, group, and type.
● A detailed description of each user’s nnomalous
activity, including which rule(s) were fired.
● A list of all users who moved files from n higher
to a lower level ICN partition (an activity which 13
closely monitored), sorwd on the bnsis of tile clas-
sification of their computing activity.
● Two pages of descriptive boilerplate.

If a critical event is detectid, security personnel are
contacted as quickly as possible. An appropriate
short report is generated, the contents of which de-
pend on the nature of the event. Detwled follow-up
reporte may be requested as part of an investig.ltlon.

5.5Event Assessment

Upon receipt of e NADIR report, whether it be criti
ctd or routine, security personnel perform R review
of all anomalous activity, even the relntlvely unin-
teresting. In order to process the weekly reports In n
timely mnrtner, specific s~curlty perscnnel are ns-
signed responsibility for varrous cntegmves or types
of IL;N users, Erich nnomn]ous u~r’~ nctlwty IS re-
viewed in dettiil, nnd n de:ision made whether fur-
ther investigation is required. ‘r’hip may include in-
tervi~wing the user. 1! the user’s activity wrwrnnts It,
the user is blacklisted iilJring the investigation. A
short report lb fj]ed nt the completion of ench lnves
tigation, giving detnlls of Its resolution. ThJs in f(m-
rniltion is provided to the NADIR developers, so
they rnny hnve immedinte feedbncK on sy~wm per-
formance. I>eriodjc rewews nre held with security
personnel to evnlunt.e {he systim’~ ef’hctivenww nnd
to mnkc recomm~ndations for )mprovernencs.
Where indicrtted, the expert ru!e* on NADIR tire
modJfiLd to improve the discrimlnntlon nnd jIIdKe

ment of the #y*tern,

5.6 User Interfhce



tiles, and current status information. It allows the
review of all the audit data associated with a par-
ticular user, a particular machin~, or any other pa-
rameter over any selected period of time. Data may
be displayed in a variety of ways, including graphi-
cally, and reports generated.

Security personnel tit LOS Alamos frequently have
the need to Ferform background reviews of llser
activity on the ICN, based on information received
from a variety of sources, and for many different
reasons. These reviews usually involve one individ-
ual IC.?J user, but have at times involved such things
as all users from a particular source. To support this
need, NADIR protides the capability for interactive
background analysis of current and past activity,
for a particular user or users, or any other parame-
ter in the database, over any specified period of
time. The audit data required for background analy-
sis is maintained inde~lnitely at Los Alnmrrs. A com-
plete nudit record, starting in Cktober 19$9, and
continuing to date, is readily available. Older audit
data is nrch~ved and would require some proceswng
w be usable by NADIR.

6 Expert Rules

~ADIR rules try t,o detect atternpteri breitk.ins by

outsiders, masqueraders, and misuse by insiders. Trr
detect attempted break-ins by outsiders, NADIR
uses rui~s ]nvo]virl~ such rievi Otions from normal
behavior ns nbnorma]ly large numbers of lo~on
fmlures by known users, ubnorrnal blncklistlng’l of
known ‘Js~,.s, abnormal numbers of Iqmn fnilurws
hy unknown users (t}le user ID Is not defined {m ‘he
[(~N), Rbnormal numbers of f’nllurps from n xingle
source (especln]l y it’ the source in n dial-up line),
hi~;h rntes and/or precise tim]ng of uttempted lo-
gons ~nutornntlon ), nnd the use of unusun] nrtivity
time,,, To detect mnsquwmderw, NAI)IR use~ rules

Involving urrusunl or nbmmrnnl user lcgon pnrnm .I-
ters (tlrne, l(rcati[m, pnrtltiont cnmputlng level, etc.),
eupeclnl]y when logon f’iltltlrsw arx, romhlr-wd with
thu.se pnrnmeterst and such thi~gn n~ wmultxnwms
l{)r nel{rly} lo~ons from physically sepnrflte Iocn.
ti~)ns, To detect misuse by ir)~lder~, NA1)l R uso~
rul~s Involvlrlg ntternpted nccesn to clu~slfied or
w~wtlve pnrt)fionm, mlspiciouo movement o! files be
twwn pnrtltions, nut41rnnldd I(wwna, nbnorrrml l[Wm
rntvx, Iogonri” to nn abnorrnnl nun’ber o(’mnchlnox,
l{,~,)n~ frtlnl nn Ilbn,)rrn:ll rlurnlwt’ t)!’ wlurcc~, nnd
rnlsuw (J!’rv~trwt4~d (spec IIIl umgQ) uwr ilmlwr~.

II ltl,Q, hlsl If# !. MPPII,XI 18,*II If Id Iv 1,1,Inl ,umr n(lh th. !,$,ttir’u!!t. ,$! {IV.
.,, ,,,,, ,,ll. I .I, IF,I,,, I,, MI,,,,, r“! ),,,,,. A 111111kl, ,l,.1 [nrn!, t, I, ,1,,,},,$,1 ., (-c (,,
1110.1! ‘h h, :1,.. Y,*(’ Ii,, ruovul ,,f thu lJu. kII.l V7)(I.I h+ .;, i,r,,vr.l hv .,,s ,,r,lv

II, r-,,,f,,,l

The NADIR rule base comprises of four 10@Cfll fil-

ters, each designed to separate out certain types or
levels of anomalous activities. Bnsicnlly following a
knowledge engineering approach which hns been
successfully implemented at Textronic [21, the rule
base definition started with the abstraction of the
reason nb!y well-understood part of the problem;
ICN security polJcy and well-defined invalid and
suspicious behavior. This resulted in rules for the
Characteristic Filter. Report requirements provided
rules for the Report Filter. F, orn there evolved pro-
gressively less well-understood refinements, which
nre being implemented in the Misuse and Attack
Filters. These rules involve heuristic assoclntirris
which sometimes mahe intuitive leaps that are n(,t
alwnys explicitly justified, and a~ a result mny have
to be periodically reconsidered. The rule base filters
art activated in s:qp, as illustrated in Figure 2,
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amount. Characteristic rules ~re applied pri r to
other rule types. Anomalies defined by these ! J!es
set the stage for the application of all other rules.

● Report Filter - applies rules to the anomalies
output by the Characteristic Filter, to produce
appropriate reports of anomalous behavior. These
rules specify what report is to be generated and
when it is t@ be generated, \\%at and when are
determined by the level of interest associated with
an anomnly, and by specified time periods.

● ,}fisuse Fifter - applies rules U) the anomalies
identified by the Characteristic Filter. These rules
attempt to identify patterms of anomalous activity
which have a high probability of being syw,ematic
misuse. They specify an action to be taken when
fired, such as the output warning messages. The
Misuse Filter also supplies input to the Attack
Ill@r.

● Attack Filter - applies rules which attempt to
crwrel~te the recorded Char~cteristic anomalies
and Misuse Indications with various AtLack Sce-
narios, Attack Scentirios identify pntterng of
anomalous actiti ty which have a h]gh probability
of being attacka on the system. ‘They spec]fy an
act]on to be taken when fired, such m the output
of nlnrm messages.

&l Characteristic Rules

C}lnracteristic rules are applied either to the input
nudlt record rts it is received by NADIR, or to profile
diit,n lmmedintely n!ter it is upchted from the nudit
r(~cord. h ench Hnomnly is found, Rn Anomaly

l{ecor~i IS eith~r generntecl or upd~teri, whichever is
npproprlnte. The Anomaly Record includen a level

of Interest for the involved user or syst~m, tind nn
indwntlon of which rule has been tired. Any Increase
in the level of Interest de~wnda on the severtty of the
i{l)ot~)~ily tl~tectcd I)y th(~ rule. ~l)i~qcterist]c rulwt
I’1111IIItA)l}it-wbmc cHI@)IIee:

Swurity f’olic,y - These rules nre the implement.
tItIn (II’I(:N q,cutvty policy, itnd werw obtulrwd by In-
terwewlng wcurity porsonrlel and reviewing rk)c-
iln]ontntt{m. They me ]ntende{i to de~d lndlwduul
+Ivvnts which nre in}ttmtial or cvrtnin necunt;y woln.
[l~~ns, or wh]ch twcnuw of thP Iwtlwty type, u?* in-
llvrvntly lntvrosllng nnd nlu~t tw Includvd In porl -
{Nl)cr(~p{wt~. Art .,xnmpk of n wwurlty wol}!hon rule:

Individual Anomaly - These rules are applied to
individual user profiles, to detect when a user’s be-
havior departs from that which hns been deter.
mined to be normal and valid lCNT user behavior.
These rules were obtained by means of a stntlsticnl
analysis of the past behavior of all indivtdua] I(’N
users, and by interwewng security personnel. An
example of an indivi(iufd anomaly rule:

Compoeite Anomaly - These rules nre nppl)eri to
composite user profiles, to detect when the compm
ite of all user activity depnrts from the pnttcrrl
which hns been determined to be normal and vtilld
for the syswm. These rules wt~re ohtuined by menns
of R statist]cnl onal,ysls of the pnst behavior of the
composite of I(:N uwrs, An exnrnple tsf n cnm}x)slte
iinomn]y rulr:
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62 Report Rules

These rules are based on designated time intervals.

They perform periodic checks of anomalous activ-
ity levels, and define what reports are to be gener-
ated at the end of these intervals, Designa~d report
time intervals may be claily, week!y, or any other
desired interval. ‘I’hey analyze the Anomaly Record
for the indicated time period, and generate reports
which summarize andor detail the appropriate
anomalous activity. An examples of an Anomaly
Report rule:

63 Misuse Indication Rules

These rules are fired by one Characteristic anomaly,
or a sequence or combination of anomalies, wh]ch
hiive H low probnb]lity of occurring, and which indi -
cnte poss)ble serious misuse of the - etwork. They do

not attempt to define nnything as specific as an at-
tsck, but their !imng indicates something is seriously
amiss. The following” Misuse Indication rule exam-

ines the activity ofa]l users:

.- .,

‘f’he following Misuse Indication rule examines the
Anomaly Record of an ~ndividual user:

(M Attack &6?ti0 Rules

‘rhese rule~ mny define one Chnrncteristic anornnly
or Misuse Indict- ttion, or a combination of these,
which have a low pr+nbility of occurring, nnd
which indicate n known or postulated attnck. It IS
the sequence an(~or combination of these rultw thilt
mnke for rm incrtm~ing certainty thnt an attack mny
be utlder wny, Attack Scennrios nre ~htnine(i fr(m
security personnel nnd other experts in system p(Jn-
t,t rntion. Attncks nre twenti4 which could r{wult In thv
ct)mpronlise of pnsswords, flenint (If’ svrvlce, or
“$+wnmplrlg” of one of th~ I(!N svrvice sy~+ten~s.
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Attack Scenati . rules are in the definition stage for
NADIR.

7Results

NSC audit data has been continuously processed for
invalid activity since November of 1989 (for part of
this time in weekly batch mode), using a growing
and improving expert system. SAM audit data has
been processed since August of 1990, starting in
bacrh mode. The NADIR working prototype has
be.: In operation since June of 1990. Reports have
been generated on a weekly basis for this entire time
period, and statistics of ICN activity maintained.
Rather than try to validate the system by use of arti-
ficially constructed test cases and intrusion scenar-
ios, we used the audit data normally generated by
the target systems, and a process of extensive eval-
uation of the results. The following has been ac-
complished:

● Invalid activity by unknown (presumably cY-
ternal) users was identified and investigated.

● Numerous cases of misuse or suspicious behav-
ior by insiders were identified, including auto-
mated Iogons, misuse of restricted user numbers,
app~rent (unsuccessful) attempts to logon using
another person’s user number, attempted logrms
(unsucce=ful) from terminals in partitions to
which the user dia not have access, and attempted
use (unsuccessful) of computers in partitions to
Whic}i the u=r &d not have ~ce~s.

● Unanticipated network problems whi~h had not
previously been identified were uncovered, which
have been remedied where possible or are being
closely monitored,

● Misuse conditions which had not previously
been identified were uncovered. These resulted in
the definition of new expert rules.

● Support was provided in the background analy-
ses that were required during investigations of u
number ofcur-rent and pmtt ICN users.

In rtddition to benefits in the area of nnomaly detec-
tion, NADIR hns provided unanticipated benefits, It
has enabled us to:

● Detect problems with some Podes of our net-
work ns ttwy occurred. For exnmple, a surge ofin -
vnlid network messn~es from n rtource mnchine
could be the first indiciltion of N hnrdwnre or

,w)llwnre fnl]ur -~ith(.r thnn a 11.wr induced prob-
lem, We w~lre Aole to tell the difference between

the two types of activity and encode it into our
rule base.

● Provide detailed reports upon request of net-
work activity that was useful to personnel in such
areas as accounting and networking, which in-
cluded statistics of network and computer usage.

We have found it dif%cult co come Up with a number
that accurately describes our “false positive rate”,
It’s true that most of the flagged individuals and
eventa are not intruders, spies, or even users deliber-
ately misusing the system. It’s also true that their
behavior, for one reason or another looked suspi-
cious, and for our security personnel that’s reason
enough for at least a preliminary investigation. We
believe that as long as the list of flagged users and

eventa is short enough for quick review, it is better to
have “false positives” than to miss anything signifi-
cant.

8 l?uture ~tiOJIS

Anomaly and event notification currently consists
of terminal messages and periodic reports. For seri-
ous security events, the ultimate goal is to have nrrti -
fication on n near realtime basis. This notification
will be broadcast to the Los Alarnos Network
Operations Center ~NOC), which is manned 12
hours a day, with personnel who are reachable 24

hour a day.

Future targets will be additional network service

nodes which control file access, storage, rtrrd move-
ment, and operahons control such as job Scheduling,
We plan to develop a network of SUN workstations,
each processing the audit record of one or more
nodes, distributing the functional applications and
database, and thus optimizing perfol-rnnnce.

Since some kinds of invalid user activity, if allowed
to continue, cculd result in brwk-ins or denial ot’
service to legitimate users, another goal is the notifi-
cation of appropriate IcN node(d) of extremely
suspiciou~ activity, and the development of re-
sponses by the node(s) to that ~ctivity. Thin would
consist of tnking direct nctirm to stop an identlfipd
penetration attimpt. The node’s actions will }~ave to
be proportional to the extent thnt the monitored Iic-
tivity hns dewated from whnt is crrnrridered vnlid,
what damnge could result from rtllowrnK nrr Invnlid
activity to continue, nnd rienlnl of service crrnsidcwn.
tl(mw ‘l’he criteria !br such n response hnve v~t to he
determined.

Firmlly, we would like to idc’nti(y nnd use a rikorous
method by which to vn]ldnte Itnd venfv the }wrt’or-

mnnce, consistency, nnd completono~s of I-})*
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NADIR expert rule base. This has become an even
greater concern as the system is expanded to addi-
tional ICN nodes, and the resulting rule base has be-

come crmrespondi ng!y more complex.

9 summary
NADIR demonstrates the feasibility of the automa-
tion of security auditing on a distributed environ-
ment such as the ICN’, and the benefits of applying
an expert system to the problem. It demonstrates the
benefits of a pl)ased approach to appl-ying intrusion

detection in a distribut~d environment. The working
prototype is a start t,iwards a longer-range goal of
expanding the system to additional ICN nodes, and

cross correlating their information to prod.~ce more
comple~ profiles of user activity on the ICN.
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